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A series of MO-SCF calculations, using a basis of Gaussian type functions, has been made 
in order to study the importance and size of polarization functions for first and second row 
atoms. Optimizations of polarization exponents have been performed for the molecules H20 and 
H2S. Conclusions from these results lead to a suggestion for the choice of 3d-orbital exponents also for 
other atoms of the first and second row. Test calculations have been made for carbon and 
nitrogen in CH 4 and NH s. 

Um die Wichtigkeit und die Gr6Be yon Polarisationsfunktionen fiir die Atome der ersten 
und zweiten Reihe studieren zu k6nnen, wurde eine Reihe yon MO SCF-Rechnungen mit einem aus 
Gaul3funktionen bestehenden Basissatz durchgefiihrt. Fiir die Molekiile H20 und H2S wurde die 
Optimierung der Polarisationsexponenten vorgenommen. Die Ergebnisse lasse Riickschliisse auf die 
Wahl der 3d-Orbitalexponenten der iibrigen Atome der ersten und zweiten Reihe zu. Testrechnungen 
fiir den Kohlenstoff im CH 4 und for den Stickstoff im NH 3 wurden durchgefiihrt. 

Une s6rie de calculs SCF-MO avec une base de gaussiens 6taient effectu6 en vue d'6tudier 
l'importance et le valeur de fonctions de polarisation dans les atomes du premier et deuxi6me rang. 
En H20 et H2S les exposants de fonctions de polarisation sont optimis6s. Avec ces resultats les 
exposants pour les orbitaux 3d sont 6valu6s. Les resultats pour carbon dans CH 4 et l'azot dans NH 4 
sont present6s-comme exemple. 

Introduction 

The importance of 3d-orbitals in molecules containing second row atoms and 
the size of these orbitals has been the object for many investigations. One 
approach to the problems has been to study valence states of atoms and ions, 
either isolated or in the electrostatic field of surrounding ligands [14 ] .  The 
3d-orbital exponents obtained in this way vary considerably, depending upon 
the valence state and charge of the atom. It is, however, difficult to see how 
information about the size of 3d-orbitals in atoms could be used in MO-SCF 
calculations. The main effect of these orbitals is certainly not to build hybrids in 
the ordinary chemical sense, but to polarize s and p valence orbitals. Such 
orbitals bear little resemblence to excited atomic orbitals. The exponents are 
expected to have values giving a large overlap between 3d and 3p, 3s charge 
clouds. 

Optimal 3d exponents for second row atoms obtained from MO-SCF 
calculations have been published for a number of diatomic molecules [5], and a 
few polyatomics [6]. All this work uses Slater type orbitals as basis functions. 
So far no work seems to have been published where 3d-orbital exponents have 
been optimized in calculations with Gaussian type functions. 
14" 
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In order to prepare basis sets of limited size to be used in calculations on 
larger sulphur containing molecules a careful study of the effect of 3d-orbitals 
in first and second row atoms, and 2p-orbitals on hydrogen was needed. Cal- 
culations including variation of the polarization orbital exponents have been 
performed for HzO and H2S. A limited basis of contracted Gaussian type func- 
tions was used. The calculations were performed by means of the IBMOL program 
version IV on an IBM 360/75 computer [7]. 

Method 

The M-orbital exponent optimization has been performed with a limited 
number of Gaussian type functions for s and p types. For the first row atoms 
seven s-type and three p-type functions, and for the second row atoms nine 
s-type and five p-type functions were used. With these basis sets each atomic 
orbital has contribution from at least two Gaussian functions. All basis sets have 
exponents optimized in the free atom, using a program for atomic SCF-calcu- 
lations [8]. 

Basis sets of the above mentioned type will be published elsewhere [9]. 
The number of basis orbitals was reduced by means of the method of con- 

traction. The contracted basis consists of two functions per atomic orbital. Thus 
for first row atoms four s- and two p-type, and for second row atoms six s- and 
four p-type functions were used. 

For hydrogen a basis consisting of four s-type functions contracted to two 
was used. The orbital exponents were those of Huzinaga [10] multiplied with 
a scaling factor of 1.25. Calculations using Slater type orbitals have shown that 
hydrogen s-orbitals should be scaled when used as basis in MO-LCAO calcu- 
lations. The scaling factor was optimized in previous calculations [11], and this 
value has been used throughout this work. 

One polarization function was added to each of the basis sets. The 2p-orbital 
exponent for hydrogen was first given the value 0.80. The M-orbital exponent 
for oxygen and sulphur was then optimized in H20 and H2S, respectively. In 
order to test the validity of the 2p exponent, an optimization of this exponent 
was made in the water case. This gave the value 0.789 for the hydrogen 2p 
exponent. It was concluded that no further re-optimization of the 3d exponents 
was necessary. 

The optimal orbital exponents obtained for oxygen and sulphur was 1.325 
and 0.541, respectively. On the basis of these results corresponding values for 
3d-orbital exponents for other first and second row atoms will be suggested 
below. These exponents were tested in calculations on the molecules CH4 and 
NH a. Calculations using these exponents on other molecules containing second 
row atoms will be reported later. 

Results and Discussion 

The results obtained in the calculations are presented in Tables 1-4 and 
Figs. 1-3. 

Fig. 1 shows the variation in total energies with polarization orbital exponent 
for the three cases studied. A comparison between curves (a) and (b) shows that 



T
ab

le
 1

. H
2

0
 r

es
ul

ts
 w

it
h 

di
ff

er
en

t 
ba

si
s 

se
ts

 

G
T

O
 

(O
/7

, 3
) 

(H
/4

) 
(0

/7
, 

3,
 1

) 
(H

/4
) 

(0
/7

, 
3)

 
(H

/4
, 

1)
 

(0
/7

, 
3,

 1
) 

(H
/4

, 
1)

 
(0

/9
, 

5,
 1

) 
(H

/4
, 

1)
 

(O
/1

0,
 6

, 2
) 

(H
/4

, 
1)

 f 

C
G

T
O

 
(0

/4
, 

2)
 (

H
/2

) 
(0

/4
, 

2,
 1

) 
(H

/2
) 

(0
/4

, 
2)

 (
H

/2
, 

1)
 

(0
/4

, 
2,

 1
) 

(H
/2

, 
1)

 
(0

/4
, 

2,
 1

) 
<H

/2
, 

1)
 

(O
/1

0,
 6

, 2
) 

(H
/4

, 
1)

- 

- 
T

.E
. ~

 
75

.8
75

 
75

.8
96

 
75

.9
14

 
75

.9
22

 
76

.0
37

 
76

.0
59

 
-e

(l
al

) 
20

.5
50

 
20

.5
47

 
20

.5
42

 
20

.5
42

 
20

.5
31

 
20

.5
58

 
- 

e(
2a

x)
 

1.
34

7 
1.

33
8 

1.
33

6 
1.

33
1 

1.
33

1 
1.

35
2 

- 
e(

3a
t)

 
0.

54
4 

0.
55

2 
0.

54
5 

0.
55

0 
0.

56
0 

0.
58

2 
- 

e(
lb

l)
 

0.
48

6 
0.

48
3 

0.
47

9 
0.

47
8 

0.
49

4 
0.

50
7 

-e
(l

b2
) 

0.
69

4 
0.

69
4 

0.
69

1 
0.

69
0 

0.
69

7 
0.

71
9 

n 
(O

) b
 

8.
14

6 
8.

15
7 

7.
60

9 
7.

67
0 

7.
80

6 
--

 
n(

H
) 

0.
42

0 
0.

40
5 

0.
57

8 
0.

54
0 

0.
41

2 
--

 
o(

O
H

) ~
 

0.
27

1 
0.

27
4 

0.
33

6 
0.

33
0 

0.
34

9 
--

 
q(

O
) d

 
-0

.6
88

 
-0

.7
04

 
-0

.2
80

 
-0

.3
38

 
-0

.5
05

 
--

 
q(

H
) 

+ 
0.

34
4 

+ 
0.

35
2 

+ 
0.

14
0 

+ 
0.

16
9 

+ 
0.

25
3 

--
 

# 
r 

2.
41

5 
2.

20
5 

2.
11

5 
2.

00
8 

2.
14

4 
1.

99
5 

O
 

a 
E

ne
rg

ie
s 

in
 a

.u
. 

c 
O

ve
rl

ap
 p

op
ul

at
io

n.
 

~ 
D

ip
ol

e 
m

om
en

t 
in

 D
eb

ye
. 

E
xp

er
im

en
ta

l 
va

lu
e 

1.
84

 D
. 

[1
6]

. 
b 

N
et

 a
to

m
ic

 p
op

ul
at

io
n,

 
d 

G
ro

ss
 a

to
m

ic
 c

ha
rg

e,
 

f 
F

ro
m

 t
he

 w
or

k 
of

 N
eu

m
an

n 
an

d 
M

os
ko

w
it

z 
[1

7]
. 

e
..

 

T
ab

le
 2

. H
zS

 r
es

ul
ts

 w
it

h 
di

ff
er

en
t 

ba
si

s 
se

ts
 

~"
 

G
T

O
 

(S
/9

, 
5)

 
(H

/4
) 

(S
/9

, 5
, 1

) 
(H

/4
) 

(S
/9

, 5
) 

(H
/4

, 
1)

 
(S

/9
, 5

, 1
) 

(H
/4

, 
1)

 
(S

/1
2,

 9
, 2

) 
(H

/4
, 

1)
 

fi"
 

C
G

T
O

 
(S

/6
, 

4)
 (

H
/2

) 
(S

/6
, 

4,
 1

) 
(H

/2
) 

(S
/6

, 
4)

 (
H

/2
, 

1)
 

(S
/6

, 4
,1

) 
(H

/2
, 

1)
 

(S
/6

, 4
, 2

) 
(H

/2
, 

1)
 

�9
 

- 
T

.E
. 

39
8.

18
6 

39
8.

22
8 

39
8.

21
2 

39
8.

23
6 

39
8.

68
2 

-~
(l

ai
) 

91
.9

69
 

91
.9

54
 

91
.9

63
 

91
.9

55
 

91
.9

76
 

-e
(2

al
) 

8.
94

3 
8.

92
6 

8.
93

7 
8.

92
7 

8.
95

8 
- 

e(
3a

l)
 

6.
64

2 
6.

62
6 

6.
63

6 
6.

62
7 

6.
64

6 
o 

- 
e(

4a
j)

 
0.

98
1 

0.
95

9 
0.

97
3 

0.
95

9 
0.

98
2 

-e
(5

al
) 

0.
46

2 
0.

46
7 

0.
46

2 
0.

46
7 

0.
50

0 
-e

(l
b

l)
 

6.
63

9 
6.

62
3 

6.
63

4 
6.

62
4 

6.
64

4 
-e

(2
bl

) 
0.

35
5 

0.
34

3 
0.

35
2 

0.
34

4 
0.

38
2 

-e
(l

b
z)

 
6.

64
4 

6.
62

7 
6.

63
8 

6.
62

8 
6.

64
7 

-e
(2

62
) 

0.
56

0 
0.

55
8 

0.
55

8 
0.

55
6 

0.
59

2 
n(

S)
 

15
.5

91
 

15
.6

45
 

15
.3

24
 

15
.4

50
 

15
.4

99
 

n(
H

) 
0.

69
2 

0.
59

8 
0.

77
0 

0.
64

2 
0.

61
2 

o(
SH

) 
0.

27
1 

0.
29

9 
0.

30
2 

0.
32

6 
0.

33
3 

q(
S)

 
-0

.1
33

 
-0

.2
42

 
+

0.
07

3 
-0

.1
02

 
-0

.1
64

 
q(

H
) 

+
0.

06
7 

+
0.

12
1 

-0
.0

36
 

+
0.

05
1 

+
0.

08
2 

#a
 

1.
47

7 
0.

88
1 

1.
19

0 
0.

81
1 

1.
27

6 

a 
E

xp
er

im
en

ta
l 

va
lu

e:
 0

.9
2 

D
eb

ye
 [

16
].

 



T
ab

le
 3

. C
om

pa
ra

tiv
e r

es
ul

ts
 fo

r 
N

H
 3

 
~ b

~
 

G
T

O
 

(N
/7

, 
3)

 
(H

/4
) a

 
(N

/7
, 

3,
 1

) 
(H

/4
)"

 
(N

/7
, 

3)
 

(H
/4

, 
1)

 a 
(N

/7
, 

3,
 1

) 
(H

/4
, 

1)
 ~

 
(N

/1
3,

 8
, 2

) 
(H

/8
, 2

) b
 

C
G

T
O

 
(N

/4
, 

2)
 (

H
/2

) 
(N

/4
, 

2,
 1

) 
(H

/2
) 

(N
/4

, 
2)

 (
H

/2
, 

1)
 

(N
/4

, 
2,

 1
) 

(H
/2

, 
1)

 
(N

/8
, 

5,
 2

) 
(H

/4
, 

1)
 

- 
T

.E
. 

56
.0

93
 

56
.1

12
 

56
.1

32
 

56
.1

38
 

56
.2

22
 

-~
(l

al
) 

15
.5

35
 

15
.5

30
 

15
.5

31
 

15
.5

29
 

15
.5

35
 

-e
(2

al
) 

1.
14

2 
1.

13
2 

1.
13

2 
1.

12
9 

1.
14

8 
-~

(3
al

) 
0.

40
7 

0.
41

3 
0.

40
6 

0.
41

1 
0.

42
8 

-e
(l

e)
 

0.
61

5 
0.

61
5 

0.
61

2 
0.

61
1 

0.
63

5 
n(

N
) 

6.
80

0 
6.

83
5 

6.
10

3 
6.

19
5 

--
 

n(
H

) 
0.

48
3 

0.
46

5 
0.

64
7 

0.
61

0 
--

 
o(

N
H

) 
0.

32
5 

0.
32

5 
0.

37
2 

0.
36

7 
0.

40
0 

q(
N

) 
- 

0.
77

6 
- 

0.
81

0 
- 

0.
21

9 
- 

0.
29

5 
- 

0.
63

9 
q (

H
) 

+ 
0.

25
9 

+ 
0.

27
0 

+ 
0.

07
3 

+ 
0.

09
8 

+ 
0.

21
3 

u 
c 

2.
13

8 
1.

88
6 

1.
80

5 
1.

69
6 

1.
66

0 
Q

 

r~
 

T
ab

le
 4

. 
C

om
pa

ra
tiv

e r
es

ul
ts

 fo
r 

C
H

4 
"~

 

G
T

O
 

(C
/7

, 3
) 

(H
/4

)"
 

(C
/V

, 3
, 1

) 
(H

/4
)"

 
(C

/7
, 

3)
 

(H
/4

, 
1)

" 
(C

/7
, 

3,
 1

) 
(H

/4
, 

1)
 a 

(C
/9

, 
5)

 
(H

/4
, 

1)
 b 

C
G

T
O

 
(C

/4
, 

2)
 (

H
/2

) 
<C

/4
, 

2,
 1

) 
(H

/2
) 

(C
/4

, 
2)

 (
H

/2
, 

1)
 

(C
/4

, 
2,

 1
) 

(H
/2

, 
1)

 
(C

/5
, 

5)
 (

H
/4

, 
1)

 

-T
.E

. 
40

.1
45

 
40

.1
58

 
40

.1
70

 
40

.1
73

 
40

.1
98

 
-~

(l
a 

0 
11

.2
17

 
11

.2
14

 
11

.2
21

 
11

.2
18

 
11

.2
22

 
-e

(2
at

) 
0.

94
5 

0.
94

2 
0.

94
2 

0.
94

1 
0.

93
0 

-e
(l

t2
) 

0.
54

3 
0.

54
4 

0.
54

1 
0.

54
2 

0.
53

5 
n(

C
) 

5.
23

7 
5.

27
0 

4.
53

1 
4.

62
2 

--
 

n(
H

) 
0.

51
2 

0.
49

0 
0.

64
9 

0.
60

9 
o(

C
H

) 
0.

37
5 

0.
38

0 
0.

40
6 

0.
40

8 
--

 
q(

C
) 

- 
0.

73
7 

- 
0.

79
1 

- 
0.

15
4 

- 
0.

25
5 

--
 

q(
H

) 
+

0.
18

4 
+

0.
19

8 
+

0.
03

8 
+

0.
06

4 
--

 

T
ab

le
 3

: 
a 

T
hi

s 
w

or
k.

 
F

ro
m

 t
he

 w
or

k 
of

 R
au

k-
, A

ll
en

 a
nd

 C
le

m
en

ti
 [

19
].

 
c 

E
xp

er
im

en
ta

l 
va

lu
e 

1.
48

 D
. 

[1
6]

. 

T
ab

le
 4

: 
~ 

T
hi

s 
w

or
k.

 
b 

F
ro

m
 t

he
 w

or
k 

of
 R

it
ch

ie
 a

nd
 K

in
g 

[1
8]

. 



Polarization Functions in GTO Calculations 203 

0 1.0 2.0 

b 

-0.01 

a 

-0.02 

-0.03 

Fig, 1. Variation in total energies with polarization orbital exponent ft. Relative energies are in a.u. 
a H2S; variation of 3d orbital exponent for sulphur, b H20; variation of 3d orbital exponent for 

oxygen, c H20; variation of 2p orbital exponent for hydrogen 

O.Z,O~ . . . .  

0 I 2 O ~ 

0.10 

-0.10 

-0.2q 

-0.30 

-0.4.0 

Cl 

Fig. 2. Gross atomic charges as functions of polarization orbital exponent, a Gross atomic charge 
on S in H2S; Variation of 3d-exp. b Gross atomic charge on O in H20; Variation of 3d-exp. 
c Gross atomic charge on H in H20; Variation of 2p-exp. Vertical lines correspond to optimal 

values of the exponents 
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1.0 

0.8 b 

0.6 

o.~ I ~~ ' - '~ " '=  
02 I I I I I I I 

0 1.0 2.0 

Fig. 3. Dipole moments as functions of the polarization orbital exponents (in a.u.), a H2S with 
variation of 3d-orbital exponent, b H20 with variation of 3d-orbital exponent, c H20 with 

variation of 2p-orbital exponent 

3d-orbitals contribute much more to the total energy in second row atoms than 
in the first row. This is quite naturally to be expected. The curves also show that 
the choice of orbital exponents must be made more carefully in the second row. 
Curve (a) shows a narrow minimum, while curve (b) is very fiat. The energy 
change in H20, when the exponent is increased with 0.5 from the optimal value 
(1.325) is only 0.001 a.u. The corresponding change in H2S is 0.006 a.u. 

A comparison between (b) and (c) in Fig. 1 shows that for H20  it is more 
important (at least as far as the total energy is concerned) to include polarization 
functions on hydrogen than on the heavy atom. A comparison between columns 
2-4 in Tables 3 and 4 confirms that this is even more true for NH 3 and CH 4. In 
the case of HzS the two types of polarization functions are of equal importance. 

Inclusion of polarization functions has, as might be expected, a large effect 
on the charge distributions and dipole moments. Charges shown in Fig. 2 and the 
tables have been obtained by means of Mulliken's population analysis method. 
The variation of the dipole moment with 3d-orbital exponent is shown in Fig. 3. 

As can be seen in Fig. 2 the sign of the gross atomic charge on sulphur in HzS 
changes when the 3d-orbital is included, at least if the exponent is properly chosen. 
The electron population on a given atom increases when polarization orbitals 
are added. Somewhat surprisingly this in all cases leads to a decrease in dipole 
moment (cf. Fig. 3). One might expect that an increase should be obtained in case 
(b) where the gross atomic charges increase. This is, however, not the case, which 
shows that some care should be taken in drawing conclusions about polarity 
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from population analysis data. Actually the effect of the polarization functions 
is to localize electrons in the bonding regions, thus reducing the dipole moment. 

Calculations without polarization functions for CH4, NH3 and HzO give 
large gross atomic charges on the hydrogens (0.184, 0.259 and 0.344, respectively). 
With polarization these charges decrease to 0.064, 0.098 and 0.169, respectively 
(cf. Tables 1, 3 and 4). The change is in all cases essentially due to the inclusion 
of polarization functions on the hydrogens. The 3d-orbitals has a smaller effect 
on the gross atomic charges. This result seems to be independent of the size of 
the sp-basis since the same conclusions could be drawn from a calculation on 
water using a (0/9, 5, 1) (H/4, 1) basis. Calculations without polarization 
functions gave in this case a hydrogen charge of +0.390. With polarization the 
charge was +0.253, a decrease with 0.137 electron units. The corresponding 
decrease obtained with the smaller basis was 0.175 electron units. The larger 
basis sets give larger charge polarization, but this is essentially due to the increase 
in s and p basis functions. The effect of the polarization functions is about the 
same in both cases. 

This is in contrast with the results of Millie and Berthier for the methyl radical 
[12]. They found that the polarization functions counterbalanced each other. 
The charges were approximately the same with and without polarization, while 
polarization on either carbon or hydrogen gave different results. There are two 
possible explanations to the discrepancy between our results and theirs. They 
use a 2p exponent for hydrogen of 1.0. If the optimal exponent in H20 (0.789) is 
increased to 1.0 the charge on each of the hydrogens increases with 0.04 (cf. Fig. 2). 
A similar behaviour is expected in CH 3. Further Millie and Berthier used two 3d- 
orbitals on carbon. This also increases the number of electrons on the carbon 
atom. It is not quite clear whether a "balanced" basis set is obtained with two 
polarization functions on carbon, but only one on the hydrogens. In order to 
test the first of these effects a calculation on CH3 using the same basis set as on 
CH4 was made with ~2p = 1.0 and 0.8. The lower exponent gave the best energy 
(-39.528 a.u. compared to -39.525 a.u.). Gross atomic charges are given in 
Table 5. It can be seen that the hydrogen charge increases from 0.092 to 0.127 
when the exponent increases from 0.8 to 1.0. The charges now become very similar 
to those of Millie and Berthier, the remaining discrepancy partly being due to 
the different 3d-orbitals used. 

In hydrogen sulphide the inclusion of polarization on sulphur and hydrogen 
does not give a large change in gross atomic populations. The results are given 
in Table 2. The hydrogen charge with and without polarization was 0.051 and 
0.067 respectively. 

A large basis calculation, using the (S/12, 9) set of Veillard [13], adding two 
3d-orbitals with exponents 0.5 and 2.0, has also been made. The details of this 
calculation will be presented in another paper [91. In connection with the present 
discussion it might, however, be of interest to look at the effect of the second 
3d-orbital. The total energy with none, one and two 3d-orbitals was -398.656, 
398.678 and 398.682 a.u., respectively. The decrease due to the second polari- 
zation function is thus 0.004 a.u. The dipole moment was 1.70, 1.32 and 1.28 Debye 
for the three cases, and the gross atomic charge on' sulphur +0.02, -0.19 and 
-0.16, respectively. The addition of a second 3d-orbital thus leads to a change 
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in calculated quantities, which is around ten percent of the effect of the first 
orbital. Notice that the calculation without polarization orbitals on sulphur 
results in a positive charge on this atom. 

The main effect of the 3d-orbitals in the molecules studied here is to polarize 
valence orbitals. One should therefore expect them to have charge densities 
which overlap strongly with the 2p- and 3p-orbitals, respectively. The charge 
density maxima of the 3d-orbitals ought to lie on the outer side, but not far from 
the maxima for these orbitals, since it is the outer part of the valence orbitals 
which will be mostly effected by polarization. The atomic 2p-orbital density for 
oxygen has its maximum at a distance of 0.84 a.u. from the nucleus. The corre- 
sponding value for the optimized 3d-orbital is 1.06 a.u. An exponent of 1.85 
instead of 1.33 would decrease this value to 0.90 a.u. The situation is similar for 
sulphur. The 3p-orbital density has its maximum at a distance of 1.59 a.u. and the 
3d-orbital density at 1.67 a.u. A 3d maximum at 1.59 a.u. is obtained with an 
exponent of 0.59. 

These results have been used to obtain 3d exponents for other first and 
second row atoms. The exponents were obtained from the assumption that 
rmax(2p)/rmax(3d ) is constant for the first row, and rmax(3p)/rmax(3d ) for the second 
row atoms. The constants were obtained from the oxygen and sulphur 
exponents, respectively. The results are presented in Table 5. The first column 
gives the radial density maxima for atomic 2p and 3p-orbitals, respectively. The 

Table 5. Gross atomic charge on hydrogen in CH 3 

MB" (2p = 1.0 (2p = 0.8 

no. pol. 0.160 0.188 0.188 
2p only 0.095 0.100 0.063 
3d only 0.241 0.212 0.212 
2p and 3d 0.149 0.127 0.092 

From the work of Millie and Berthier [-12]. 

Table 6. 3d-orbital exponents for first and second row atoms 

Literature data 

Atom rmax(nP) ~ rm~x(3d) b ~3a b ~3d,~ ~3e~ ~3~ d 

13 1.59 2.01 0.37 0.53 c 0.23 ~ 
C 1.22 1.55 0.63 0.60 0.34 
N 0.99 1.25 0.95 0.63 0.99 
O 0.84 1.06 1.33 0.74 1.52 
F 0.73 0.93 1,62 0.80 1.94 
A1 3.06 3.21 0.15 0.48 e 0.18 e 
Si 2.14 2.24 0.30 0.88 0.36 
P 1.78 1.86 0.43 0.98 0.48 
S 1.59 1.67 0.54 0.81 0.45 
C1 1.42 1.47 0.68 0.61 0.65 

0.28 

0.49 

a Radius of maximal  charge density for 2p and 3p orbitals, respectively (in a.u.). 
b ~3d = M-orbital exponents, this work. rmax(3d ) = corresponding radius of max. charge density. 
c 3d-orbital exponents from the work of Nesbet  [14]. Molecules: BF, CO and N z. 
d 3d-orbital exponents from the work of Boer and Lipscomb [6]. 

3d-orbital exponents from the work of Yoshimine and McLean [5]. Molecules: AIF, SiO, PN, 
SCO and NaC1. 
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calculated 3d exponents are given in column three and their radial maxima in 
column two. In order to check whether these exponents are realistic a 
comparison is made to available literature data. Nesbet [14] has optimized 
M-orbital exponents for the atoms B to F in a double zeta STO calculation on 
the diatomics BF, CO and N 2. Different exponents were used for a- and 
n-orbitals. Corresponding GTO exponents have been obtained using the assump- 
tion of equal values for rmax(3d ). These exponents are given in columns four 
and five of Table 6. The exponents suggested in this work lie in all cases, 
except for carbon, somewhere between the exponents for the a- and n-orbitals. 

Boer and Lipscomb have in a recent work [6] optimized 3d exponents in 
Sill 4 and H2S, using a minimal STO basis. They obtained ~3d(Si)= 1.302 and 
~3e(S) = 1.708. Corresponding GTO exponents would be 0.28 and 0.49, which is 
very close to the values obtained here. Comparison is also made in Table 6 to 
exponents used in the work on linear molecules by Yoshimine and McLean [5]. 
The agreement is in all cases satisfactory. It therefore seems reasonable to 
assume that the exponents suggested in Table 6 are not far from optimal. 
At least they should be good starting values for an optimization procedure. 

Conclusions 

The question whether the basis sets used in this work really are balanced 
naturally arises. Mulliken has in a study of MO-SCF wave functions [15] 
introduced the terms physical balance and formal balance. A physically 
unbalanced set gives erronous results for well defined physical quantities 
(dipole moments, etc.), while formal unbalance gives unreasonable results for 
charges on atoms. The basis sets should be both physically and formally 
balanced, if the population analysis method of Mulliken is to be used in the 
discussion. 

Two criteria can be used to investigate whether, the basis sets used here are 
physically balanced, namely the dipole moment and the decrease in energy due 
to the polarization functions. The calculated dipole moments are in good 
agreement with experimental values for the molecules NHa, H20  and H2S 
(cf. Tables 1-3). The energy criteria is, however, of more significance. If the 
sp-basis used is too small a large effect of the 3d-orbitals will be in the 
improvement of this sp-basis. The actual polarization effects will be over- 
estimated. To test this we can compare the energy improvement obtained with 
the addition of one polarization function for each centre to the basis 
(0/7, 3) (H/4) for water, with the corresponding improvement with the sp-basis 
(0/9, 5) (H/4). The calculated values are 0.047 and 0.040 a.u., respectively. 

We can do the corresponding comparison between the (S/9, 5) (H/4) and 
(S/12, 9) (H/4) sets for H2S. In this case we obtain 0.050 and 0.047 a.u. The 
energy improvement is thus almost the same for the small and the large basis. 
We conclude that a physically well balanced basis is obtained if polarization 
functions with optimized exponents are added to the limited GTO basis, used 
in the present work. 

The question of formal balance is more difficult. The criteria would be, 
that the calculations should give "reasonable" gross atomic charges. The 
discussion has to be based on some assumption of what is reasonable. If we 
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for H20  assume that (0/9, 5, 1) (H/4, 1) is a formally well balanced set, this 
will not be true for any of the smaller basis sets given in Table 1. Calculations 
without polarization functions or with only 3d orbitals give a too large oxygen 
charge, while inclusion of 2p orbitals gives a too small charge. The calculations 
with polarization functions on both centres are however closest to the larger basis 
calculation. 

In H2S the sulphur charges do not vary so much for the different calculations 
(cf. Table 2). Only the basis with polarization only on hydrogen can actually be 
ruled out as unbalanced, since it gives a positive charge on the sulphur atom. 

The results obtained here indicate a way in which basis sets should be 
built up, if they are to be kept both physically and formally balanced. 

For molecules containing only first row atoms one should proceed as follows: 
Start with a 7s, 3p set. Add one polarization function to each hydrogen. Add 
one to each heavy centre. Increase the sp-basis. Add more polarization. 
Polarization functions should probably at this stage be added evenly to all centres. 
Thus if the basis contains two 3d-orbitals for each of the heavy centres, it should 
also include two 2p-orbitals on the hydrogens. 

The corresponding scheme for molecules containing second row atoms would 
be: Start with a 9s, 5p set. Add one polarization function to each second row 
atom. Add polarization to other atoms, starting with the hydrogens. Extend the 
sp basis. Add more polarization to second row atoms. Add more polarization to 
other atoms. 
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